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Society
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Or “Industry 4.0” – Extended to other technologies ‐ smart houses, driverless cars, etc.

Steam

Electricity

Cybernetics

AI
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Input

Our Users’ World…

Output
Contextualized 
Decisional 
Content

Channels

Needed contextual 
information:
Someone in the field?
Wind conditions?
Rain?
Obstacles?
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Legal and Social 
Consequences

◽ Traceability
◽ Readability
◽ Responsibility
◽ Accountability
◽ Liability

www.information4zero.org
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AI and the Future of Law

“In the future, is it conceivable that a firm would be charged with legal 
malpractice if they didn't use artificial intelligence (AI)? It certainly is.”

-Richard Susskind, OBE

First Generation: Extended courts where we go beyond decisions made by judges to a diagnostic 
system: guide people – how to assemble evidence and provide alternative ways for dispute 
resolution.

Second Generation: “Outcome thinking” – use technology to help solve disputes without requiring 
lawyers or the traditional court system. Use AI to predict the outcomes of court decisions based on 
past decisions by using predictive analytics. 

“Imagine if people had the option instead of waiting for a court date (and support from the 
traditional legal system) to use a machine-learning system to make a prediction about the likely 
outcome of a case and then accept that as a binding determination.”

Bernard Marr
Jan 17, 2020
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Images: MK Feeney via Flickr / http://tchintcha.com/wp‐content/uploads/2013/11/tokyo‐by‐night‐shibuya2‐1764x700.jpg

It’s an Increasingly Complex World
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Interactions with tools change 
relationships

And between people and tools 

between people

Hybrid Communication
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Hybrid Legal Practice
Law is “poised to benefit greatly” from technology because 
“document-intensive.” AI can take over:

Document drafting
Document analysis
Outcome prediction

New roles for lawyers:
Develop the systems that will solve clients' problems
Legal knowledge engineers
legal risk managers
System development
Experts in design thinking Bernard Marr

Jan 17, 2020

-Richard Susskind, OBE
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Hybrid Society
Portable Brain-computer 

interfaces can control just 
about anything – medical 

devices, TV’s,home 
heating, computers, or 

game consoles…
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Are we Ready to Interact  in a Hybrid Human‐Machine Society?

https://i.pinimg.com/564x/39/21/d8/3921d818838f1644d48b66e2a5813137.jpg

What does it 
mean to be 
human, when 
machines 
understand 
human 
emotions? 
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The Moral Machine
Developed by 
researchers at MIT to 
test possible decision 
scenarios for 
autonomous vehicles

Mostly binary choices 
such as:

Large group or small
Older vs. younger 
people
Man vs. woman
Pregnant woman 
or not
Human vs. animal

Should the car 
kill the 
pedestrian(s) 
or the 
passenger(s) of 
the vehicle?
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The Real Moral Question

A human would try to avoid killing anyone.
The car should do the same. Even so, 
sometimes people will die.
If it can’t do that better than humans, 
autonomous vehicles should not be 
allowed on the streets

A human would try to avoid killing anyone.
The car should do the same. Even so, 
sometimes people will die.
If it can’t do that better than humans, 
autonomous vehicles should not be 
allowed on the streets
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Driverless cars

?
What part of the 
ethics question 
should we 
communicate to 
owners of 
autonomous 
vehicles?

What should the self-driving car do?

A Complex Series of 
Interactions

What should the information offer be?

Technical Data Cloud
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Technical Data Cloud

?

Are we ready to accept 
a death if the doctor 

isn’t human?
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?

What 
information 
should we give 
patients before 
an operation 
performed by a 
robot?

Would  you accept 
an AI Entity for 
Health Care?Are we ready to accept 

a death if the doctor 
isn’t human?

Technical Data Cloud
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Qualia
Philosophical concept of individual instances of subjective, conscious 
experience, e.g. “what it is like to taste a specific apple, this particular 
apple now.”

Four properties that are commonly ascribed to qualia (per Frank Jackson):
Ineffable; that is, they cannot be communicated, or apprehended by any means 
other than direct experience.
Intrinsic; that is, they are non-relational properties, which do not change depending 
on the experience's relation to other things.
Private; that is, all interpersonal comparisons of qualia are systematically impossible.
Directly or immediately apprehensible in consciousness; that is, to experience a 
quale is to know one experiences a quale, and to know all there is to know about 
that quale.

Source: Wikipedia
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AI can identify their 
quintessential “dogginess”

https://4my3boyz.com/content/images/thumbs/0014388_dog-breeds-husky-corgie-collie-maltese-schnauzer-bulldog-cotton-fabric_500.jpeg

It can even identify this 
particular dog: 

But it can never tell you what 
makes this particular dog 
special for you!
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Cognitive Bias

AI algorithms use statistical data to 
distinguish objects. 
How it goes about doing this is a 
mystery, even to the algorithm’s 
designers.
Facial recognition programmes
work similarly using biometric data.
Can they actually know who you 
are, or what something really is?

https://miro.medium.com/max/662/1*WuEbe8IJuxYR8x3tzGq_YA.png

AI algorithm used snow as 
a characteristic of a wolf

http://www.dynotech.com/articles/images/facialrecognition.jpg
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Cognitive Bias

AI algorithms use statistical data to 
distinguish objects. 
How it goes about doing this is a 
mystery, even to the algorithm’s 
designers.

https://miro.medium.com/max/662/1*WuEbe8IJuxYR8x3tzGq_YA.pnghttps://media.glassdoor.com/l/5a/d5/6f/9d/our-awesome-software-engineering-team-in-amsterdam-good-times.jpg

AI algorithm used snow as 
a characteristic of a wolf

If you used statistical data to 
train an AI human resources 
app, how many women would 
be hired as coders?
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The Cognitive Bias Codex
Wikipedia lists 193 
cognitive biases, grouped 
by types:

Decision-making, belief, 
and behavioral biases
Social biases
Memory errors and biases

https://en.wikipedia.org/wiki/Cognitive_bias
https://en.wikipedia.org/wiki/List_of_cognitive_biases
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Source: Rahel Anne Bailie
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AI in the Real World
Statistics show that most 
aviation accidents are 
caused by pilot error
Most experts agree that 
autopilots fly planes 
better and safer than 
humans
Are you prepared to 
board a pilotless plane?

The same experts agree, 
no AI would have made 
this decision

https://storage.googleapis.com/stateless-newsinflight-com/2019/07/6bc4012d-lim_planecrash01_15_mezzn_448x336.jpg
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IF PILOTS DON’T GET TO PRACTICE FLYING PLANES, HOW 
WILL THEY EVER BE ABLE TO KNOW HOW TO LAND ON THE 
RIVER?

ARE SIMULATORS GOOD ENOUGH? AND WHY SHOULD 
THE PILOTS CARE WHEN INCIDENTS WILL BE SO RARE?

The Moral Dilemma 
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This is the art collection of the princess Ennigaldi, in UR, Mesopotamia

These cylinders describe the works and their provenance

MetaData

Source: Neus Lorenzo

Data
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Source: Neus Lorenzo

MetaDataData
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Source: Neus Lorenzo

MetaDataData Encapsulation
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With successive layers of encapsulation, re-encapsulation, 
recombination with new encapsulations, 
further re-encapsulation…

Source: Neus Lorenzo

Where does responsibility lie?

What is the contract between 
information producer and 
information user?
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HTM: Hierarchical Temporal Memory 
Jeffrey Hawkins, Numenta

Open source: github.com/numenta

https://i1.wp.com/kaustabpal.com/wp-content/uploads/2017/06/htm-model1.jpg?resize=500%2C449 https://image.slidesharecdn.com/jeffhawkins20171103htmmeetupsf-171106185655/95/numenta-brain-theory-discoveries-of-20162017-by-jeff-hawkins-7-638.jpg?cb=1509997072

Process of Generalization
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Intuition Machine
Carlos E. Perez
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‘Wicked’ Problems

Problems that are difficult or impossible to solve because of 
incomplete, contradictory, and changing requirements that 
are often difficult to recognize. 

In addition, complex interdependencies make it so that the 
effort to solve one aspect of a wicked problem may reveal or 
create other problems.
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http://www.dw.de/image/0,,15993463_303,00.jpg

From invisible to unknown…?
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Emerging from Chaos

Complex problems are 
entanglements of many simple 
threads. They can seem chaotic.
Order emerges from chaos in its own 
way. This might not necessarily be 
positive.
Our job is to reiteratively help users 
find positive, constructive emergences
from complexity.
Our primary tool for doing this is a 
combination of psychology, linguistics, 
and socio-anthropology…

We don’t “solve” wicked problems!
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Actions for Ethics
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European Union Actions

http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-//EP//NONSGML+TA+P8-TA-2017-0051+0+DOC+PDF+V0//EN

Ethics
Status as a Person
Responsibility

European Parliament Resolution on Robotics (2017)

https://ai.bsa.org/wp-content/uploads/2019/09/AIHLEG_EthicsGuidelinesforTrustworthyAI-ENpdf.pdf

European Commission (2019)
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Technology Ethics
A field of study that seeks to 
understand and resolve ethical 
issues surrounding the 
development and practical 
application of mechanical and 
electronic technology. 

Focuses on subjects such as: 
The relationship between 
technology and human values and 
well-being, 
The condition in which 
technological advances occur 
The social repercussions for 
technological advancements.

Source: Margaret Rousse, TechTarget
https://searchcio.techtarget.com/definition/Technology-Ethics
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Asilomar AI Code of Ethics – Key Points 

Highly autonomous AI systems should be 
designed so that their goals and behaviours
can be assured to align with human values 
throughout their operation.
AI systems should be designed and operated 
so as to be compatible with ideals of human 
dignity, rights, freedoms, and cultural diversity.
The power conferred by control of highly 
advanced AI systems should respect and 
improve, rather than subvert, the social and 
civic processes on which the health of society 
depends.

Founders:
Jaan Tallinn - Skype 
Co-founder
Max Tegmark - Cosmologist, 
Massachusetts Institute of 
Technology
Viktoriya Krakovna -
Research Scientist, 
DeepMind
Anthony Aguirre - Physicist, 
University of California, 
Santa Cruz
Meia Chita-Tegmark -
Psychologist, Tufts University

To date, the Principles have been signed 
by 1583 AI/Robotics researchers and 3447 
others

https://futureoflife.org/ai-principles/
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If Artificial Intelligence cannot help us solve human problems,
it will become another world problem.

https://www.bostonglobe.com/opinion/2015/09/10/thomas‐piketty‐migrants‐crisis‐europe‐must‐follow‐germany‐lead/Fyvj5pCy02tDBpDZd53ZGO/story.html
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Thanks for your attention!

More Information:
http://transformationsociety.net
ray@transformationsociety.net

@RayGallon
@TransformSoc

www.information4zero.org


